Nanoscale Relative Emission Efficiency Mapping Using Cathodoluminescence $g^{(2)}$ Imaging

Sophie Meuret,*† Toon Coenen,‡‡ Steffi Y. Woo,§ Yong-Ho Ra,∥∥ Zetian Mi,∥⊥ and Albert Polman†

†Center for Nanophotonics, AMOLF, Science Park 104, 1098 XG Amsterdam, The Netherlands
‡The Netherlands Delmic BV, Kanaalweg 4, 2628 EB Delft, The Netherlands
§Department of Materials Science and Engineering, Canadian Centre for Electron Microscopy, McMaster University, 1280 Main Street West, Hamilton, Ontario L8S 4M1, Canada
∥Department of Electrical and Computer Engineering, McGill University, 3480 University Street, Montreal, Quebec H3A 0E9, Canada
∥∥Optic & Display Material Center, Korea Institute of Ceramic Engineering & Technology, Jinju 52851, Republic of Korea
‡Department of Electrical Engineering and Computer Science, Center for Photonics and Multiscale Nanomaterials, University of Michigan, Ann Arbor, Michigan 48109, United States

Supporting Information

ABSTRACT: Cathodoluminescence (CL) imaging spectroscopy provides two-dimensional optical excitation images of photonic nanostructures with a deep-subwavelength spatial resolution. So far, CL imaging was unable to provide a direct measurement of the excitation and emission probabilities of photonic nanostructures in a spatially resolved manner. Here, we demonstrate that by mapping the cathodoluminescence autocorrelation function $g^{(2)}$ together with the CL spectral distribution the excitation and emission rates can be disentangled at every excitation position. We use InGaN/GaN quantum wells in GaN nanowires with diameters in the range 200–500 nm as a model system to test our new $g^{(2)}$ mapping methodology and find characteristic differences in excitation and emission rates both between wires and within wires. Strong differences in the average CL intensity between the wires are the result of differences in the emission efficiencies. At the highest spatial resolution, intensity variations observed within wires are the result of excitation rates that vary with the nanoscale geometry of the structures. The fact that strong spatial variations observed in the CL intensity are not only uniquely linked to variations in emission efficiency but also linked to excitation efficiency has profound implications for the interpretation of the CL data for nanostructured geometries in general.
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Cathodoluminescence (CL) spectroscopy is a well-known technique for the optical characterization of nanomaterials.1−10 In CL, a high-energy electron beam in an electron microscope is raster-scanned over the surface of a material, and both the secondary electron (SE) emission and the emitted light are simultaneously collected.11−13 In this way, the obtained CL emission pattern can be correlated with the geometry of the sample. Due to the small electron-beam interaction volumes that are attainable, CL spectroscopy can provide optical excitation maps with a deep-subwavelength spatial resolution.

The intensity of the detected CL emission at every electron-beam position is determined both by the local excitation efficiency of the radiating material by the incoming electron and the emission efficiency of the material itself.11,12 While conventional CL spectroscopy yields optical spectra in a quantitative way, it does not enable separation of the excitation and emission rates. In SEM, the excitation efficiency depends strongly on the 3D geometry, e.g., edges, corners, facets, stratification, and depth variations.14 This implies that interesting features in the emission efficiency, connected to the intrinsic properties of the material, often remain hidden in conventional CL mapping. Until now, the excitation efficiency has to be retrieved independently using 3D beam-tracing Monte Carlo simulations that have to take into account the full sample geometry and all carrier diffusion processes.15−17 However, this approach is time-consuming and relies on a large number of assumptions, in particular in the carrier dynamics. Furthermore, retrieving the full 3D geometry requires advanced (destructive) cross-sectional imaging using focused ion beam milling, for example. Therefore, in order to obtain a fundamental understanding of the intrinsic properties

Received: November 19, 2017
Revised: March 15, 2018
Published: March 16, 2018

DOI: 10.1021/acs.nanolett.7b04891
Nano Lett. 2018, 18, 2288−2293
of optical nanostructures, it is essential to obtain information on the excitation and emission rates in a direct manner. Such data are invaluable to obtain insight into material quality and (in)homogeneity of optical nanostructures, essential parameters in device characterization and optimization.

In this Letter, we introduce a new technique in which we measure the spatially resolved CL autocorrelation function in a scanning electron microscope (SEM) to resolve this problem. The autocorrelation function $g^{(2)}(\tau)$ describes the probability for two emitted photons to be separated by a certain time delay $\tau$.\textsuperscript{18} For example, when a single electron excites a semiconductor quantum well (QW), a packet composed of multiple photons is emitted that leads to a peak at $\tau = 0$ in the autocorrelation function ($g^{(2)}(0) \gg 1$).\textsuperscript{19–21} It has been shown that the precise characteristics of this photon bunching peak depend only on the electron current, the lifetime of the emitter $\gamma$, and the probability of excitation by the electron $\gamma$, which can be strongly geometry dependent as mentioned above.\textsuperscript{19–21} If the electron current decreases, the time between two electrons increases, resulting in a better separation of the photon bunches and thus stronger bunching ($g^{(2)}(0)$ increases). Following the same reasoning, if $\gamma$ decreases, for a given current, the separation between photon bunches increases resulting in stronger bunching ($g^{(2)}(0)$ increases). Finally, if the excitation efficiency $\gamma$ decreases, the time between two incoming electrons interacting with the sample effectively increases (similar to the effect of a reduced current) leading to a stronger bunching ($g^{(2)}(0)$ increases). As the beam current is known for a given data acquisition, $\gamma$ and $\gamma$ can be determined independently from the $g^{(2)}$ data.\textsuperscript{22} In this way, the excitation efficiency $\gamma$ can be extracted for any position on the sample without a priori knowledge on the sample geometry, a major advantage in complex 3D semiconductor geometries as we will show.

Here, we present spectroscopy and $g^{(2)}$ maps of semiconductor nanostructures and by combining these data we derive spatially resolved information on the relative excitation and emission rates without a priori knowledge of the structure. We define the emission efficiency as the number of photons emitted into the upper hemisphere per interacting electron; it is determined by the intrinsic emission efficiency and the outcoupling efficiency. (See the Supporting Information, section 4, for details.) To do so, we raster-scan the electron beam over the sample and record the SE signal together with the CL spectrum or the $g^{(2)}(\tau)$ distribution for each excitation position $(x,y)$. We investigate InGaN quantum wells (QWs) embedded in GaN nanowires (NWs) because as we will show these nanostructures exhibit characteristic differences in excitation and emission efficiency that vary at subwavelength scales.

Figure 1 shows a schematic view of the measurement setup. In Figure 1a, the CL collection setup is sketched both for CL spectroscopy and $g^{(2)}$ analysis. Figure 1b shows the spectral data cube, in which a spectrum is collected at every $(x,y)$ pixel; a cross section of the data is shown representing a spatial CL intensity map at a given wavelength. Similarly, in Figure 1c, the autocorrelation time histogram data cube is shown with a cross section representing the histogram amplitude at $\tau = 0$ for every pixel. To obtain a $g^{(2)}$ curve at each $(x,y)$ position, the data is normalized by the average number of counts per time bin recorded at a large delay. (See the Supporting Information, section 2.)

We investigate InGaN/GaN QWs nanowires grown by radio frequency plasma-assisted molecular beam epitaxy (MBE) on selective-area growth patterns defined using a Ti mask.\textsuperscript{22} The NWs were grown on an n-type GaN template on a sapphire substrate. In this growth process, the size and surface morphology of the nanowires can be precisely controlled by varying the nanopatterns on the growth mask.\textsuperscript{23} The top-view SEM image in Figure 2b shows five hexagonally shaped NWs with diameters in the range $\sim 200–500$ nm. (For details, see the Supporting Information, section 1.) Five vertically aligned InGaN/GaN quantum wells are incorporated in each GaN NW. A cross-section of the smallest NW is shown in Figure 2a. The NW arrays studied in this work are surrounded by smaller randomly oriented GaN NWs that are nucleated and grew on top of the Ti mask. (See the cross-section in Figure 2a.) All CL
experiments were performed at an electron energy of 5 keV at room temperature. The CL spectra averaged over the projected area of each NW are shown in Figure 2e. Figure 2c shows a false-color RGB map, which is constructed by dividing the wavelength range from 400 to 550 nm in blue (400–450 nm), green (450–500 nm), and red (500–550 nm) color channels, respectively. This map clearly visualizes spectral variations for different positions. Emission is visible for excitation around the NWs as well, which we attribute to indirect excitation of the InGaN/GaN NWs by secondary and backscattered electrons produced by the interaction with the small GaN NWs surrounding the NWs. (See Figure 2a.) The CL data have been calibrated using the method described in refs 20 and 24 using the known electron current (52 pA) as the input, yielding the average number of photons emitted per incident electron per unit bandwidth.

In order to determine if the intensity variations in Figure 2e originate from variations in excitation or emission efficiencies, we perform $g^{(2)}$ measurements across the NW array shown in Figure 2 using a pixel size of $50 \times 50$ nm$^2$ and a collection bandwidth from 400 to 600 nm. The integration time is 30 s per pixel, and drift correction was carried out using the SE image collected on a specified reference region. For each pixel, $g^{(2)}(r)$ data were fitted with

\[
g^{(2)}(r) = 1 + g_0 \exp\left(-\frac{|r|}{\tau_e}\right)
\]

with $g_0$ as the amplitude of the $g^{(2)}$ peak at $r = 0$ and $\tau_e$ as the lifetime of the excited state. The $g^{(2)}$ function is mostly sensitive to the main decay component. Here, we fit the $g^{(2)}$ function with a single exponential, which allows us to accurately retrieve the shape of the $g^{(2)}$ curve even though the system in reality possibly exhibits a more complex multieponential or nonexponential decay. (See section 3 of the Supporting Information.) Figure 3b shows three characteristic $g^{(2)}$ measurements taken on or near NW3. Fits of eq 1 are also shown and represent the data well. The strong peaks at $g^{(2)}(0)$ reflect bunching in the photon emission, as was observed before in both TEM and SEM studies, and result from the generation of multiple excitations by a single incident electron. The red and green curves in Figure 3b are taken on NW3 and show a similar bunching ($g^{(2)}(0)-1 = 3 \pm 4$) and lifetime ($\tau_e = 2.7 \pm 0.2$ and $2.1 \text{ ns} \pm 0.2 \text{ ns}$, respectively). The lifetimes of InGaN QW emission are known to depend strongly on the exact composition, defect structure, and optical environment. The blue curve, taken on the GaN substrate next to NW3, shows a much shorter lifetime ($\tau_e = 600 \pm 130 \text{ ps}$) and much stronger bunching. We attribute the latter to the shorter lifetime and a smaller excitation probability due to the indirect excitation through secondary and backscattered electrons.

Figure 3c,d show maps of the fitted values of $g^{(2)}(0)$ plotted as $g^{(2)}(0)-1$ and $\tau_e$ for all scanned pixels for the five NWs. On some pixels, the signal-to-noise ratio was too low to accurately fit the $g^{(2)}$ data. (See the Supporting Information.) In this case, the pixels are displayed as white in the maps. Next, using the statistical model described in ref 20, we derive the probability of excitation $\gamma$, defined as the fraction of electrons that excite the optically active regions (QWs), for each pixel. The input parameters for this analysis are the beam current (52 pA), the lifetime $\tau_e$, and the amplitude $g^{(2)}(0)-1$ (See section 2 in the Supporting Information for more details.) This statistical analysis uniquely defines the probability of excitation $\gamma$ without a priori knowledge of the structure itself.

The 2D map of the excitation probability $\gamma$ is shown in Figure 3e. For the pixels where the $g^{(2)}$ data could be fitted, the excitation efficiency is quite similar for the different NWs ($\gamma \approx 0.35$), which means that the electrons excite the different NWs at a similar rate. (See section 2 in the Supporting Information for more details.) This is consistent with the fact that the QWs are located at approximately the same depth below the p-doped GaN segments for all NWs. (See section 1 of the Supporting Information.) The 2D map of the excitation probability $\gamma$ is shown in Figure 3e. For the pixels where the $g^{(2)}$ data could be fitted, the excitation efficiency is quite similar for the different NWs ($\gamma \approx 0.35$), which means that the electrons excite the different NWs at a similar rate. (See section 2 in the Supporting Information for more details.) This is consistent with the fact that the QWs are located at approximately the same depth below the p-doped GaN segments for all NWs. (See section 1 of the Supporting Information.)
Finally, by combining the data in Figures 2d and 3e, we can derive the average number of photons emitted per electron exciting the QW at every pixel (n, Figure 3f). The map then represents the combined effect of internal emission efficiency and outcoupling efficiency per QW excitation, which presents an important metric for device characterization. In this analysis, the SE images of Figures 2b and 3a are used to spatially correlate the spectroscopy and g(2) data sets, which are taken in separate experimental runs. (See the Supporting Information.) This analysis shows that the higher CL intensity observed for NW5 in Figure 2d is correlated with a higher number of photons emitted per exciting electron (Figure 3f), indicating that the difference in CL intensity between the NWs originates from a difference in the relative emission efficiency rather than the excitation efficiency. Analysis of CL spectroscopy data on 12 NW arrays shows that the smallest NW is not always the brightest one. (See the Supporting Information, Figure S5.) The differences are attributed to minor variations in the epitaxial growth conditions at the different arrays leading to different minority carrier recombination rates in the NWs.31−33

Next, we use the same analysis method to investigate the dark hexagonal line pattern observed within individual NWs (such as in Figure 2c), which coincides with the 6-fold pyramidal faceting at the top surface. Using a different NW array than the one described above, but with identical NW geometry (SE image in Figure 4b), we collect the CL images shown in Figure 4c,d. In the analysis, we will focus on the bright NW3 at the center that has an almost constant CL spectral shape across the NW (homogeneous green profile in Figure 4c). The spectral intensity map for the 400−600 nm range clearly shows the dark hexagonal pattern as well (Figure 4d).

The g(2) map for this NW is shown in Figure 5a, taken using a pixel size of 30 × 30 nm². Using the same analysis as described above, the fit results for τe and g(2)(0) are shown in Figure 5b,c. In order to fit g(2) for the broadest possible spatial range, in some cases, data arrays of (2 × 2) pixels were summed to increase the signal-to-noise ratio. The corresponding SEM image is shown in Figure 5a (top), where larger pixels are visible in the lower part. In the same way as described above, we derive a spatial map of the excitation efficiency γ (Figure 5d). In this image, the hexagonal pattern of dark lines corresponding to the edges between facets is clearly visible. This is further emphasized by the azimuthal line profile shown in Figure 5f, revealing that the probability of exciting the QWs varies strongly within the NW. It is known that in CL maps the signal can drop near sharp edges and vertices as there is a higher probability for electrons to escape from the structure.

Figure 1. g(2) maps for the NW array displayed in Figure 2. (a) SE intensity recorded together with the g(2) data set. The g(2) data recorded at three colored squares in part a as indicated by the arrows are shown in part b as well as the fits to eq 1 (colored lines). (c−f) Maps of lifetime τe, amplitude g(2)(0)-1, probability of excitation of the QWs γ, and average number of photons emitted per electron interacting with the QWs (n). The contours of the NWs are indicated by black lines.

Figure 4. High-resolution CL spectroscopy on three NWs. (a) Averaged spectra for the three NWs shown in the SE image in part b. (c) RGB image of CL spectra, false-color coded from 400 to 550 nm. (d) CL intensity map (photons per incoming electron) for the range from 400 to 600 nm.

Figure 2. High-resolution CL spectroscopy data on 12 NW arrays shows that the smallest NW is not always the brightest one. (See the Supporting Information, Figure S5.) The differences are attributed to minor variations in the epitaxial growth conditions at the different arrays leading to different minority carrier recombination rates in the NWs.31−33
Figure 5. g\(^{(2)}\) maps of NW3 of Figure 4. (a) SE images, taken together with the g\(^{(2)}\) data set (top) and the CL data set (bottom). (b, c) Map of lifetime \(\tau_f\) and g\(^{(2)}\)(0)-1 derived from g\(^{(2)}\)(r) fits. (d) Map of the fraction of incoming electrons that excites the QWs (\(\gamma\)). (e) Map of the average number of photons generated per electron interacting with the QWs n. (f) Line profile along the blue arc on the SE image and the \(\gamma\) map. The data are scaled to show the range defined by the minimum and maximum value of SE data and \(\gamma\) map (d). The intensity maxima in the \(\gamma\) map correspond to minima on the SE image and vice versa.

In conclusion, we have shown that by combining measurements of the spatial distribution of CL spectra and the g\(^{(2)}\)(r) photon correlation function the excitation and emission efficiencies in semiconductor nanostructures can be disentangled. The high spatial resolution of CL enables the separation of the excitation and emission efficiencies at a deep-subwavelength scale. We find that in the GaN NWs the CL intensity difference between NWs is the result of a difference in the emission efficiency. In contrast, CL intensity variations within individual NWs are dominated by sample geometry-induced variations in the electron excitation efficiency. This new technique can now be used to unravel excitation and emission processes in a broad range of optical nanostructures, for example, (faceted) nanowires, 3D semiconductor platelets, 36 core–shell structures, 37 and stratified heterostructures/multilayer stacks. 38 Similarly, g\(^{(2)}\) mapping can be used to characterize single-photon sources such as diamond NV centers or semiconductor quantum dots at the nanoscale.
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