Complementary cathodoluminescence lifetime imaging configurations in a scanning electron microscope
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ABSTRACT

Cathodoluminescence (CL) spectroscopy provides a powerful way to characterize optical properties of materials with deep-subwavelength spatial resolution. While CL imaging to obtain optical spectra is a well-developed technology, imaging CL lifetimes with nanoscale resolution has only been explored in a few studies. In this paper we compare three different time-resolved CL techniques and compare their characteristics. Two configurations are based on the acquisition of CL decay traces using a pulsed electron beam that is generated either with an ultra-fast beam blanker, which is placed in the electron column, or by photoemission from a laser-driven electron cathode. The third configuration uses measurements of the autocorrelation function $g(2)$ of the CL signal using either a continuous or a pulsed electron beam. The three techniques are compared in terms of complexity of implementation, spatial and temporal resolution, and measurement accuracy as a function of electron dose. A single sample of InGaN/GaN quantum wells is investigated to enable a direct comparison of lifetime measurement characteristics of the three techniques. The $g(2)$-based method provides decay measurements at the best spatial resolution, as it leaves the electron column configuration unaffected. The pulsed-beam methods provide better detail on the temporal excitation and decay dynamics. The ultra-fast blanker configuration delivers electron pulses as short as 30 ps at 5 keV and 250 ps at 30 keV. The repetition rate can be chosen arbitrarily up to 80 MHz and requires a conjugate plane geometry in the electron column that reduces the spatial resolution in our microscope. The photoemission configuration, pumped with 250 fs 257 nm pulses at a repetition rate from 10 kHz to 25 MHz, allows creation of electron pulses down to a few ps, with some loss in spatial resolution.

1. Introduction

The design and optimization of optical materials and devices often requires analysis of optical characteristics at length scales below the optical diffraction limit. Cathodoluminescence spectroscopy (CL) is a well-known nanoscale characterization technique in which a high-energy electron beam is scanned over a sample and the emitted light is collected [1]. CL generates two-dimensional optical excitation images with a spatial resolution down to 10 nm, far below the optical diffraction limit. In conventional CL spectroscopy, optical CL spectra are collected and analyzed. However, in many cases it is essential to have information on the dynamics of the electron-beam induced optical excitation processes. To that end, time-resolved cathodoluminescence (TR-CL), using either pulsed [2–4] or continuous electron beams [5,6], has been introduced.

The first realization of TR-CL in an electron microscope used a pulsed excitation scheme in which the continuous electron beam was swept over an aperture. Using long pulses (100 ns) with relatively sharp falling pulse edge (< 1 ns), Bell et al. [7] and Herman et al. [8] achieved sub-nanosecond time resolution. This was used to study the quantum-confined Stark effect in single InGaN quantum wells, for example. However, the sweep over the aperture led to a significant loss in spatial resolution (a few micrometers), making it impractical for nanoscale time-resolved experiments. The first time-resolved cathodoluminescence scheme reaching picosecond electron pulses and 50 nm spatial resolution was demonstrated by Merano et al. [2]. In that case a gold photocathode in a scanning electron microscope (SEM) was driven by a pulsed laser. In order to improve the coherence and the energy spread a field emission electron gun instead of a gold cathode was used by the group of Zewail [9,10]. A laser-driven field emission gun (FEG) source was implemented later in a transmission electron microscope (TEM) by the group of Ropers [11], taking advantage of the higher coherence...
offered by the FEG [12]. Time-resolved spectroscopy based on a laser-driven electron gun was developed in parallel in different groups, including for example the work by Chichibu et al. in which TR-CL and time-resolved photoluminescence (PL) were acquired within the same experiment [13]. This laser-driven cathode configuration used very short pulses and therefore the excited sample does not reach the steady state within the pulse and allowed to achieve better time resolution. Later, in subsequent developments, ultrafast pulses (90 ps) were obtained with an ultrafast blanker configuration while maintaining a spatial resolution of 50 nm using conjugate blanking [4]. More recently, it was shown that time-resolved decay statistics could also be derived from autocorrelation measurements of CL generated by either continuous [5] or pulsed electron beams [14].

Each of the TR-CL techniques enable the determination of the CL lifetime and are characterized by differences in complexity of the experimental setup, spatial resolution, time resolution, optical detection scheme, and signal-to-noise ratio. In this paper we present a systematic comparison of lifetime measurements in cathodoluminescence using (1) an ultrafast blanker, (2) photoemission, and (3) the autocorrelation function, and compare their advantages and disadvantages. In our analysis, we use a GaN substrate with 10 embedded InGaN quantum wells (QWs) to carry out TR-CL using each of three techniques, enabling a direct systematic comparison between them.

2. Technical design of three TR-CL techniques

2.1. Ultrafast beam blanker

In this geometry a set of electrostatic deflection plates (spacing \( L = 0.25–2 \text{ mm} \)) is incorporated inside the electron column of a Thermo Fisher Scientific/FEI Quanta 650 SEM equipped with a thermionic FEG (see Fig. 1). The plates are driven by an electronic shape generator that delivers a square positive-negative (e.g. ± 5 V) voltage to the blanking plate. To simultaneously achieve high temporal and spatial resolution, the electron beam cross-over is placed at the center between the blanking plates [15]. This conjugate blanking condition is achieved by lowering the current of the condenser lens C2 (see Fig. 1). In the optimized settings image distortion is minimized while blanking. As in continuous mode, the optimal C2 voltage changes with acceleration voltage and current. To minimize the electron pulse width, an aperture of 70 μm is placed at the low-pressure aperture (LPA) position below the pole piece (see Fig. 1). To optimize the effect of the beam sweep, the angular distribution in the beam was restricted by reducing the top aperture placed after condenser lens C2 from 400 μm to 30 μm. The combination of the two apertures decreases the electron pulse duration on the sample by a factor 20.

By replacing the top aperture, the electron current in normal (non-conjugate) imaging mode is not affected. However, the microscope column becomes more sensitive to beam misalignment and requires a more elaborate mechanical alignment procedure and control of gun lenses. Using the geometry described here an electron pulse duration on the sample below 30 ps is achieved at 5 keV, as will be shown below. Alternative approaches for restricting the beam angular distribution can be envisioned, for example by using an optimally sized electron beam aperture in a different place in the microscope column. Such a set-up would be less sensitive to column misalignment thus providing improved long-term stability with identical performance in the time and space domains. A major advantage of using an electrostatic beam blanker compared to the laser-driven cathode configuration used for most pulsed electron beam experiments [2,12,16] is the ease with which the beam is blocked and unblocked, and the resulting electron current on the sample is very stable.
which the microscope can be switched from a pulsed to continuous electron beam, which can be achieved by only switching on and off the blanker driving signal. Additionally, the repetition rate of the electron beam can be modified more easily than in the laser-driven system.

2.2. Ultrafast laser driven photocathode

A second technique to obtain a pulsed electron beam is by driving the field emission gun tip with femtosecond laser pulses (see Fig. 1). In this case the electron pulses are created directly at the electron cathode by photoemission. This process has been used before to obtain pulsed electron beams for time-resolved SEM/TEM studies [2,11,12,17]. We use a Schottky FEG (tungsten cathode coated with zirconium oxide). In this case the pulsed electron beam is created directly at the FEG cathode by photoemission. Other regimes of laser-driven electron emission have also been reported, such as optical field emission, but the latter requires a stronger and more localized electric field on the tip than used in our experiments [18,19].

The experiments are performed on a Thermo Fisher Scientific/FEI XL30 SEM, which is equipped with a UV-transparent vacuum window in the tip assembly. In order to obtain a pulsed electron beam, the continuous thermionic emission is fully suppressed by reducing the filament current by 32% with respect to normal operation, thus lowering the temperature of the tip from the normal continuous operating temperature of 1800 K to approximately 1200 K. In order to increase the collection of photoemitted electrons the extractor voltage can be decreased from the usual 4247 V–747 V. We have observed that the reduced voltage leads to a higher collected current in pulsed conditions, but at the expense of lower spatial resolution, as will be discussed in Section 3.2. The CL condenser (see Fig. 1) voltage settings were readjusted depending on the extractor configuration. Changing the tip temperature takes time and makes it less straightforward to switch from pulsed to continuous mode compared to the electrostatic blanking described in Section 2.1.

We use an Yb-doped fiber femtosecond laser (Clark MXR) with pulse width of approximately 250 fs, output wavelength of 1030 nm, repetition rate ranging from 10 kHz to 25 MHz and maximum pulse energy of 10 μJ. We do not select a specific polarization, even though it is known to have some effect on the photoemission efficiency [10]. The laser beam is sent through a harmonic generator to obtain the 2nd (515 nm), 3rd (343 nm), and 4th (257 nm) harmonics of the primary beam. We use either the 3rd or 4th harmonic to excite the FEG tip, given that in both cases the photon energy exceeds the photoemission energy threshold for Zr/O-coated W (~2.9 eV) [12].

2.3. Decay trace acquisition

2.3.1. Ultrafast beam blanker

The CL is collected using a Delmic SPARC CL detection and analysis system, and focused onto a 100 μm-diameter multimode optical fiber that guides the light to an optical breadboard. The latter contains focusing optics to couple the light into an avalanche photodiode (APD), from MPD (PD-100) (see Fig. 1 for schematic overview). In the beam path there is room to place bandpass and/or neutral density filters. A Picoquant PicoHarp300 correlator records the photon counts and builds a delay histogram, using the beam blanker driving signal as a trigger. In this way a CL decay trace is built up over time.

2.3.2. Ultrafast laser driven photocathode

Lifetime measurements are performed using the same detection scheme and components (APD and correlator) as in the ultrafast blanker configuration described above. This allows for an accurate comparison between the two types of experiments, despite intrinsic differences due to the fact that we use two different microscopes. In the laser-driven configuration the correlator is triggered by a photodiode, which detects the 3rd harmonic of the laser. The parabolic mirror light collection geometry in the SEM chamber is identical in the two setups.

2.4. Photon correlation measurements

In this configuration, it is not required to pulse the electron beam to obtain time-resolved information because it relies solely on the light detection scheme. We use the same Quanta SEM used in the blanker configuration (Section 2.1) but operate it in the conventional configuration, with a continuous electron source which is known to have Poissonian electron emission statistics [20]. The light emitted by the sample is collected by the CL system as described in Section 2.1, and sent to a Hanbury Brown and Twiss (HBT) intensity interferometer equipped with two APDs (see Fig. 1) [21]. The HBT interferometer measures the delay between two photons detected by the APDs. A time delay histogram is built, counting the number of events recorded with a certain delay τ between two detected photons. This histogram is then normalized by the average number of events recorded per time bin at long delay, which corresponds to the Poissonian statistics of an uncorrelated electron beam [14], leading to the autocorrelation function, g(2)(τ).

The HBT geometry has been used extensively in optical measurements to determine the quantum nature of single emitters (g(2)(0) < 1) [22,23], to identify the lasing threshold (g(2)(0) = 1) [24], or to observe the formation of Bose–Einstein condensates (g(2)(0) = 2) [25]. In CL spectroscopy, it has been found that a single electron can create multiple excitations, resulting in the emission of photon bunches (in the case of a non-single-photon emitter) so that g(2) can be much larger than unity (g(2)(0) > 1) [26]. The amplitude of the g(2)(0) peak is determined by the electron beam current [26], the excitation probability [14], and the lifetime of the emitter [5]. This lifetime can be retrieved by an exponential fit of the g(2)(τ) curve around τ = 0. In this paper we have performed these g(2) measurements on the Quanta SEM in continuous mode. g(2) can also be measured under pulsed conditions as was demonstrated in Ref. [14]. In that case, the main bunching peak is observed around τ = 0, and smaller peaks are observed at periodic intervals determined by the frequency of the blanker driving signal. The peak at τ = 0 represents the statistics of photons created within the same electron pulse, whereas the other peaks represent the correlation of photons generated by different pulses [14]. Here too, the emitter lifetime can be retrieved by an exponential fit of the g(2)(τ) curve around τ = 0. Pulsed g(2) measurements can be used to increase the signal-to-noise ratio, as is the case in optics [27]. Moreover, they provide an effective method to study single-electron effects on the light emission.

3. Spatial resolution

In order to compare the spatial resolution (η) in the different configurations we acquired SEM images on a carbon substrate covered with quasi-spherical tin particles, as often used for SEM calibration and alignment. The tin particles have different diameters ranging from 10 nm to a few microns and are randomly distributed on the sample. They produce a large number of secondary electrons per incident electron and provide a strong contrast with the underlying substrate, making them ideal for characterizing the SEM performance at low beam currents. The images shown here are recorded without the parabolic mirror used for the CL experiments so that the sample could be placed at the optimum height (10 mm for the Quanta and 5.5 mm for the XL30) to obtain the highest spatial resolution. This allows us to compare images from the two microscopes, which would be difficult with the CL mirror in place because the mirror in the XL30 strongly reduces the signal of the secondary electron detector, therefore lowering the signal-to-noise ratio of the image. In contrast, on the Quanta the position of the secondary electron detector was optimized to more efficiently collect secondary electrons when the mirror is placed. Several methods exist to assess spatial resolution in SEMs, each with their own
advantages and disadvantages. We use a power spectrum-based technique as outlined in Ref. [28]. More details about the procedure are given in Appendix A. Fig. 2 shows a selection of representative images for the different configurations discussed in this paper.

It is important to note that the changes in spatial resolution discussed here are connected to changes in the width of the electron beam. Therefore, the resolutions found present an upper limit to the spatial resolution that can be reached in CL. For CL the final spatial resolution will depend on the material (carrier diffusion, mean free path…), the thickness and the electron beam energy, which together define the interaction volume in which CL is generated [29]. This aspect is not solely connected to time-resolved configurations but should always be considered in CL analyses.

3.1. Ultrafast beam blanker

In the case of a pulsed electron beam driven by a fast blanker the beam is continuously swept across the LPA aperture. In theory, when the beam cross-over is between the blanking plates, the blanker and sample are in conjugate planes, meaning that the electron probe should stay steady on the sample even if the electron beam is swept, only disappearing if the electron beam is blocked by the LPA aperture. Therefore, in theory the spatial resolution should be the same in continuous and in pulsed modes. However, several factors affect the resolution.

First, in the conjugate blanking configuration the voltage of the C2 condenser is reduced by ~50% to lower the cross-over to a position between the blanking plates (see Fig. 1). This reduces the effect of the low aperture (a strip of 6 round apertures of different sizes) on beam definition, which decreases the spatial resolution by a factor 2. Moreover, the addition of the 70 μm LPA at the bottom of the pole piece adds some aberrations reducing the resolution by another factor of 1.5. Because of these factors the spatial resolution in continuous mode at 30 keV degrades from η = 4 nm to η = 12 nm at 30 keV (see Fig. 2).

Second, a precise centering of the cross-over between the blanking plates is crucial to obtain a sharp symmetric beam profile. Ideally, the tip, the 30 μm aperture, the center of the blanking plate and the 70 μm aperture should be aligned with a precision better than 10 μm. In practice this cannot be achieved and the trajectory of the beam is corrected with the gun coils, leading to an increase of the astigmatism.

Third, the electric field profile between the blanking plates (determined by blanker voltage and spacing between the plates L) also affects the electron beam profile, reducing the spatial resolution further. Altogether, the factors described above lead to deterioration of the spatial resolution from η = 4 nm for a continuous beam to η = 19 nm for the blanked beam at 30 keV (see Fig. 2). Reducing the electron energy reduces the resolution further: η = 72 nm at 10 keV, η = 100 nm at 5 keV, all using the same blanker plate distance L = 0.25 mm. As will be shown below, using a lower beam energy results in a much higher temporal resolution of the electron pulse. Both the loss in spatial resolution and increase in time resolution, at lower voltage, are due to a faster sweep of the electron beam over the aperture. In particular, the electron beam is more susceptible to aberrations that are induced by the blanker configuration. We note that the use of a pulsed beam obviously reduces the effective beam current drastically, reducing the signal-to-noise ratio of the secondary electron images.

3.2. Ultrafast laser-driven photocathode

In the geometry of the laser-driven cathode, we drastically change the way electrons are emitted from the tip with respect to the continuous beam configuration. However, in principle the settings of the electron column itself can be kept the same as in continuous mode, which implies that fundamentally a similar spatial resolution can be achieved. Indeed, several reports have shown spatial resolutions down to 5 nm in a pulsed-laser driven SEM [17] and a resolution of 0.9 nm in TEM, in which a new laser driven cathode system using a cold-FEG was demonstrated [19]. In our case, the spatial resolution is partially limited by the intrinsic limitations of the XL30 SEM, which has a resolution of 16 nm in continuous mode. Nevertheless, we will discuss parameters that can affect the spatial resolution in the laser-driven cathode configuration with respect to the continuous mode.
Increasing the laser power leads to a higher average number of electrons generated per pulse. If multiple electrons are created per pulse, temporal and spatial broadening can be observed due to Coulomb repulsion, analogous to the well-known Boersch effect \cite{12,30–32}, in which the energy spread of a charged particle beam increases due to Coulomb repulsion. In our case the laser spot size on the tip is 10–15 µm, which is limited by the numerical aperture of the illumination. Reducing the spot size would lead to a smaller photo-emission region on the tip, resulting in a higher brightness and spatial resolution \cite{17,19}. Aside from the excitation conditions of the tip, emission region on the tip, resulting in a higher brightness and spatial resolution. At the extractor voltage that is used in continuous mode (4247V) the highest resolution was found to be 560V, in contrast with 1159V used in normal continuous conditions. Several column settings determine the spatial resolution. At the extractor voltage that is used in continuous mode (4247 V) the highest spatial resolution is achieved, but at the expense of a low average current on the sample (less than 6 pA for a laser power at λ = 257 nm of 58 mW at 25.2 MHz). This is because the large difference between suppressor (≈ 500 V, same as in continuous mode) and extractor voltages blocks a large part of the electron beam emitted from the cathode by the 350 µm-diameter extractor aperture. In other words, lowering the extractor voltage selects a larger fraction of the emission current, leading to a larger effective source size and loss in resolution. Using the high-extractor configuration, as in continuous conditions, the spatial resolution was found to be η = 35 nm at a beam current of 1.4 pA (λ = 257 nm, 8 mW, 25.2 MHz, 30 µm objective aperture), as seen in Fig. 2. In the images in Fig. 2 corresponding to the laser driven cathode system, some dark lines are visible, which correspond to fluctuations in the laser intensity and coupling efficiency between the laser and the cathode.

Using an extractor voltage of 747 V allows for a higher current but a reduced spatial resolution. At a beam current on the sample of 11 pA (λ = 257 nm, 3 mW, 30 µm aperture) the spatial resolution is 60 nm (Fig. 2). Lowering the extractor voltage results in a change of the cross-over position inside the column. Therefore, the condenser voltage C1 needs to be readjusted in order to place the cross-over in the corresponding plane. In the image shown in Fig. 2, the optimum C1 was found to be 560 V, in contrast with 1159 V used in normal continuous conditions.

4. Time resolution

Next, we compare lifetime measurements performed using the three TR-CL techniques. We consider both the time resolution and the accuracy of the different measurements. We first discuss the limits in time resolution.

4.1. Ultrafast beam blanker

For the electrostatic beam blanker configuration, the instrument response function (IRF) is determined by three different time error sources: (1) the electron pulse width (between 30 ps and 2 ns, depending on the configuration), (2) the combined APD timing jitter and precision of the correlator (≈ 46 ps, see below), and (3) the time precision of the electronic trigger. In addition, for spectrally broadband signals, dispersion of light in the multi-mode fiber that guides the light to the APD creates further time variation, which could be eliminated by having a fully-free-space coupled optical detection system.

The electron pulse width is determined by the time needed for the beam to be deflected beyond the aperture cut-off angle α, which is determined by the LPA radius and the distance between the aperture and the center of the blanker plates. The electrostatic beam deflection angle α is described by:

$$\tan(\alpha) = 0.5 \left( \frac{H}{L} \right) \left( \frac{qV}{E} \right)$$

(1)

where H is the length of the blanking plates (here 6.5 mm), L the separation between the plates, V the voltage across the plates and E the electron energy. The temporal width of the electron pulse is then determined by the time needed for the voltage to reach the value to deflect the beam by α. This time is determined by the steepness of the slope of the square voltage pulse on the blanker plates, which depends on the frequency response of the pulse generator and the RC time of the blanker. In our analysis we compare measurements of the average beam current in pulsed and continuous configurations and derive the electron pulse width Δp from:

$$\Delta p = \frac{I_p}{F}$$

(2)

with $I_p$ and $I_c$ the current in continuous and in pulsed modes, respectively, and F the blanking frequency. This measurement gives an estimate of the pulse width but is less precise than a direct measurement of the electron pulse width with a streak camera, as implemented by Moerland et al. [4]. Our method also assumes a negligible temporal spread of the pulse between the blanking aperture (LPA at the end of the objective lens) and the sample. In Fig. 3(a) we plot Δp as a function of frequency F for beam energies of 5, 10, and 30 keV and different voltage amplitudes of the squared input signal, with $L = 0.25$ mm in all cases. Several trends can be observed. For a 30 keV electron beam at frequencies below 50 MHz, the pulse width decreases from Δp = 900 ± 75 ps to Δp = 250 ± 40 ps as the voltage is increased from 3 to 10 V, consistent with the fact that the beam is swept faster across the LPA aperture. Furthermore, Fig. 3(a) shows that the pulse width decreases as the beam energy decreases, consistent with the larger beam deviation across the aperture (Eq. (1)): at a voltage $V = \pm 5$ V at frequencies in the range 20–50 MHz we find Δp = 80 ± 20 ps for 10 keV and Δp = 30 ± 6 ps for 5 keV. For 30 keV electrons we observe a decrease in beam pulse width as the blanker frequency is increased. This is attributed to a faster rise time of the input signal (square ± 5 V) when the repetition rate is above 50 MHz (300 ps/V instead of 500 ps/V).

Fig. 3(b) shows the effect of varying the distance L between the blanking plates on the pulse width for electron energies of 5, 10, and
30 keV at a blanker voltage of ± 5 V. We plot the average pulse width measured at 20, 30, 40 and 50 MHz, with the error bar representing the minimum and the maximum measured values. The pulse width increases linearly with L in agreement with the fact that the field strength is inversely proportional to L. The shortest pulse width observed is Δp = 30 ± 6 ps, which is reached for 5 keV, V = ± 5 V and L = 0.25 mm. One of the advantages of the ultrafast blanking configuration compared to photoemission configuration is the flexibility to adjust the blanking conditions for a particular experiment over a wide range of repetition rates and pulse widths, with the corresponding spatial resolutions, as shown in Figs. 2 and 3.

In order to experimentally determine the total time response of the system, we measured the time response of transition radiation at \( \lambda = 500 \pm 20 \) nm excited on a single-crystalline gold sample at 30 keV. Transition radiation is emitted in the form of femtosecond wave packets with a duration of less than 20 fs [33]. Hence, we can consider that photon emission upon excitation is effectively instantaneous compared to the time resolution of the system. The measured time response should therefore represent the overall time response of the system.

Fig. 4 shows the system response for the four different blanker spacings \( L \) (at \( V = \pm 5 \) V), taken with a repetition rate of 8 MHz. As \( L \) decreases from 2 to 1 mm, the IRF width, derived from Gaussian fits to the data, decreases from 2.1 ns to 1.1 ns full-width-at-half-maximum (FWHM). These results agree with the pulse width found by measuring the current (see Fig. 3(b)), indicating that the electron pulse width is limiting the time resolution for these settings. For \( L = 0.5 \) mm and \( L = 0.25 \) mm the FWHM of the time traces is 585 ± 10 ps and 350 ± 7 ps, respectively, significantly larger than the electron pulse widths found in Fig. 3(b) (\( \Delta_p = 470 \pm 60 \) ps; \( \Delta_p = 250 \pm 40 \) ps, respectively). The difference corresponds to an additional system error of 350 ± 110 ps and 270 ± 40 ps for \( L = 0.5 \) and 0.25 mm, respectively. This is mostly explained by the timing error of the electronic trigger, even after synchronization of the internal clocks of the shape generator and the delay generator (see Fig. 4(c)). We measured a timing error of about 270 ps at 8 MHz. The time response of the detection path was measured separately by sending a \( \lambda = 515 \) nm 250 fs laser pulses both on the}

4.2. Ultrafast laser-driven photocathode

One of the major advantages of the laser-driven photocathode configuration compared to the ultrafast beam blanker is that it enables the generation of even shorter (~1 ps) electron pulses. The measurement of such short pulses requires sub-picosecond resolution light detection with e.g. streak camera, direct time-resolved detection of the electrons arriving at the sample [4], or a pump-probe experiment in which the variation in for example secondary electron contrast is measured [34]. Here, we measure transition radiation from Au, as above, under pulsed excitation. The time trace is plotted in Fig. 4(b) and has a width of 70 ps FWHM. The IRF is very similar to the IRF of the detection path described in Section 4.1, which is plotted again in Fig. 4(b). The fact that the temporal resolution is only limited by the
4.3. Photon correlation measurements

In the case of a $g^{(2)}$ measurement in continuous mode the lifetime is determined by analyzing the statistics of the detection of photons generated by the same electron. Therefore, there is no uncertainty in the time of excitation and the only parameters that influence the time resolution are linked to the detection scheme. For $g^{(2)}$ measurements two APDs are used (Fig. 1), and therefore the time resolution of the experiment is only determined by the resolution of the APDs and the correlator. We evaluated the time resolution to be 70 ps, mainly determined by the resolution of the two APDs (46 ps per APD). In the case of pulsed $g^{(2)}$ if the average number of electrons per pulse is smaller than 1, the $g^{(2)}$ peak at 0 delay is only limited by the detection scheme and not by the pulse width, as the measured photons are generated by the same electron [14].

5. Lifetime measurement and accuracy

To determine the CL lifetime we acquire either a decay trace, in the case of pulsed excitation (ultrafast blanker and laser-driven cathode) or the autocorrelation function, in the case of $g^{(2)}$ measurements (continuous or pulsed). The model to retrieve the lifetime from the data is therefore different for the two acquisition modes. In this section we discuss the detection schemes, and compare them in terms of electron dose, signal-to-noise ratio, and accuracy for lifetime determination.

5.1. Collecting the data

In both excitation configurations a time-delay histogram is built up. In the case of the acquisition of a decay trace, the measurement speed is limited by the pile-up effect that occurs if on average more than one photon reaches the detector per electron pulse [36]. This effect, well known in time-resolved photoluminescence, can be amplified in CL measurements by the fact that a single electron can generate a bunch of photons [26]. Therefore, a neutral density filter is used to control the photon count rate. The acquisition time for a single decay trace typically is ~30 s for a bright sample such as the InGaN/GaN heterostructure investigated here. From the measured decay trace the lifetime is obtained by fitting with either a single-, multi-, or stretched-exponential model convolved with a Gaussian, which represents the IRF, as discussed in Section 4.

In the case of the acquisition of the $g^{(2)}$, the pile-up effect is less likely to play a role as two detectors are used rather than one. The data are fitted with the same decay function as the decay trace, but without the need to convolve with the IRF as the curve is symmetric around 0 delay.

The sample used in this comparison is a bright LED sample, consisting of ten 2 nm-thick InGaN quantum wells embedded in GaN. The quantum wells are located at 250 nm from the surface with a 2 nm thick AlN barrier located 20 nm above the quantum wells. More details on the sample can be found in [14].

5.2. Fitting the data: accuracy and precision

Using the InGaN/GaN quantum well heterostructure (see Fig. 6(c)), we measure the decay trace of the quantum wells at $\lambda = 400 \pm 35$ nm using the three lifetime modes discussed above. All measurements were done with the same current $I = 1.5$ pA. For ease of argument we define a dose of electrons as the number of electrons exciting the sample in $10^5$ s ($9.4 \times 10^7$ electrons). The results are summarized in Fig. 6.

In order to compare the level of accuracy and precision that can be reached for each mode, we model the decay traces with a stretched exponential [38].

$$P(t) = \begin{cases} 
0 & (t < t_0) \\
\exp\left(-\frac{(t-t_0)^\beta}{\sigma}\right) \sigma & (t > t_0) 
\end{cases}$$

The decay trace is convolved with a Gaussian function to take into account the IRF of the signal. The modeled function is:

$$f_\tau(t) = e^{-\frac{(t-t_0)^2}{2\sigma^2}}*P(t)$$

Decay traces and fits for the ultra-fast beam blanker and the laser-driven cathode are displayed in Fig. 6(a) and (b), respectively. The standard deviations are $\sigma = 0.13$ ns and $\sigma = 0.17$ ns, respectively, and correspond to a FWHM of 305 ps and 400 ps, which is much larger than the IRF determined in Section 4 with transition radiation decay ($\sigma = 0.06$ ns for ultra-fast blanker and $\sigma = 0.03$ ns for the photomission). We attribute the larger value for $\sigma$ to a delay between excitation and emission caused by diffusion of the electron-beam excited carriers to the emitting centers [39]. Such diffusion dynamics are not revealed by $g^{(2)}$ measurements. The variation of lifetime between the two decays is attributed to the variation within the sample as explained below.

The $g^{(2)}$ data, taken in continuous mode (Fig. 6(c)), are also modeled with a stretched exponential decay function:

$$f_\tau(t) = 1 + g_\exp\left(-\frac{(t-t_0)^\beta}{\tau_c}\right)$$

Here the data are not convolved with a time-broadened excitation process, as the zero is determined by the symmetry of the curve. From the $g^{(2)}$ measurement we find $\tau = 11.9$ ns and $\beta = 0.83$. These values are different than for the pulsed measurements in Fig. 6(a) and (b). However, the value of $\tau_c$ varies between measurements in a range 5–12 ns, depending mostly on the position but also on the number of electrons per pulse, as well as degradation induced by the electron beam. The lower $\beta$ found for the pulsed measurements represents a
broader range of decay processes in the pulsed excitation process.

Finally, we evaluate the electron dose needed to reach a certain level of precision, given by the root mean square (RMS) of the difference between the data (\(y_{\text{map}}\)) and fitted function (\(y_{\text{fit}}\)). The RMS is calculated for subsequent measurements taken for increasing electron dose for each configuration, and the result is shown in Fig. 6(d). The lowest RMS is found for the ultrafast beam blanking and pulsed-laser mode. Both curves show a similar trend with dose, with the photoemission curve shifted by about factor 10 on the horizontal axis. We attribute this shift to the fact that the count rate in this geometry is \(\sim 10\) times lower \((-10^5 \text{ versus } 10^4 \text{ cts/s})\). This is due to a non-optimal coupling of the CL light to the optical fiber. For a given dose, the RMS of the \(g(2)\) measurement is significantly higher than for the two decay trace acquisitions. It is interesting to note that the stretched exponential does not fully describe the dynamics, especially the very long component visible in both Fig. 6(a) and (b). This long component is due the localization of electrons and holes in separate potential minima \([40,41]\). In Fig. 6(d) the RMS of the ultrafast blanker saturates for a dose superior to 30 while the RMS for a fit with 3 decays continues to improve with the dose. This is a good demonstration that the decay trace is revealing the complex dynamics of the sample while the RMS of the \(g(2)\) is similar for multiple exponential decay or a stretched exponential.

We note that for all configurations, for a given time binning of the correlator, a measurement of a smaller lifetime will result in a higher signal-to-noise ratio for the same time of acquisition. Furthermore, the repetition rate of the pulsed electron beam can be increased when shorter lifetimes are measured, increasing the total photon flux while maintaining less than one photon per pulse (to avoid pulse picking). Similarly, a value for \(g(2)(0)\) is collected faster for shorter lifetimes, as the RMS for a fit with 3 decays continues to improve with the dose. This is a good demonstration that the decay trace is revealing the complex dynamics of the sample while the RMS of the \(g(2)\) is similar for multiple exponential decay or a stretched exponential.

Due to the higher signal-to-noise ratio, for a given average beam current the time to acquire a decay trace is much smaller than for a \(g(2)\) curve. For example, the \(g(2)\) map in Fig. 6(c) took \(14\) h to collect while the decay trace measurements of Fig. 6(a) took \(5\) min. The two curves were taken with the same number of photon counts on the detectors. Decay trace measurements are thus better suited for samples that are sensitive to beam damage and enable faster acquisition of two-dimensional lifetime maps. Also, with a faster acquisition time, drift effects can be mitigated, which may result in a higher spatial resolution even if the intrinsic SEM resolution is deteriorated by using a pulsed beam. However, this will depend on the sample and multiple drift corrections can be applied during the acquisition of a single pixel. Indeed, using drift correction we were able to acquire \(g(2)\) maps in \(4\) h with pixel size of \(30\) nm \([42]\).

An example of a lifetime mapping acquisition with the ultrafast blanker configuration is shown in Fig. 7, where an array of GaN nanorods with embedded InGaN quantum wells \([43]\) is investigated. A “conventional” CL map is shown in Fig. 7(a) with a false-color RGB map, which is constructed by dividing the wavelength range from 400 to 550 nm in blue (400–450 nm), green (450–500 nm), and red (500–550 nm) color channels. The averaged emission spectra over each nanorod show strong differences for different nanorods. Lifetime traces were then acquired with a pixel size of \(50 \times 50\) nm. The acquisition was done, with \(V = \pm 5\) V, \(E = 5\) keV, and \(L = 0.25\) mm (\(\Delta p = 100\) ps). The acquisition time per pixel was set to \(60\) s. To avoid sample drift during acquisition a drift correction was performed every \(10\) s using the SE images of a specific region. This procedure allows to reposition the beam with respect to the structure during the acquisition. For fitting the decay traces we used a convolution of a \(200\) ps-FWHM Gaussian representing the IRF, and a double-exponential decay. The lifetime of the main exponential, which constitutes more than \(90\%\) of the initial amplitude, is displayed in Fig. 7. It shows distinct variations within each individual nanorod and varies between \(300\) and \(900\) ps. The loss of spatial resolution in changing from continuous to pulsed mode is visible in the secondary electron images acquired simultaneously with the lifetime mapping. Nonetheless, the smallest nanorods with a diameter of \(200\) nm can clearly be resolved.

These measurements show the power of spatially-resolved decay trace acquisition to characterize the dynamics of semiconductor and other materials. Picosecond CL lifetime imaging has been used by Liu et al. to image the exciton dynamics near a single dislocation in GaN \([44]\) and by Corfdir et al. to measure the diffusion length of carriers and...
the non-exponential decay of III-V nanostructures [35]. However, we showed that spatially-resolved measurements of $g^{(2)}(t)$ provide a way to determine the local probability of excitation [14] and disentangle variations in excitation and radiative efficiency in a spatially resolved way [42].

6. Conclusion

In this paper, we discussed the advantages and disadvantages of different cathodoluminescence lifetime measurements and imaging techniques in terms of complexity of implementation, spatial and temporal resolution, and measurement precision. The use of a pulsed electron beam in combination with decay trace measurements allows for the most detailed measurement of the temporal CL dynamics and provides the highest lifetime measurement accuracy. Lifetimes derived from $g^{(2)}$ measurements have lower accuracy but do not require a pulsed beam, and images have a spatial resolution that is only limited by the performance of the microscope. Pulsed $g^{(2)}$ measurements can be used to increase the signal-to-noise ratio. Moreover, they provide an effective method to study single-electron effects on the light emission. The ultrafast blanker configuration enables a broad range of pulse widths and repetition rates. By modifying two apertures in the electron column we obtain pulse widths of 30ps and 163ps in conjugate mode at 5 and 30keV, respectively. However, in the case of the ultra-fast beam blanker the higher time-resolution often leads to lower spatial resolution and a tradeoff has to be found depending on the experiment. A conjugate plane geometry of the electron column is required to optimize beam blanking, as is the placement of a small aperture of 30 µm after the second condenser to gain in time resolution without losing current in standard configuration. The pulsed-laser driven photoemission geometry delivers the shortest electron pulses, and theoretically a low loss in spatial resolution. In order to take advantage of the picosecond pulses that are generated in the photoemission process, a streak camera [35,45] or pump-probe configuration [17,46] are needed. In both pulsed configurations the average number of electrons per pulse can typically be tuned in the range of 1–100. Using a proper model spatial maps of the relative excitation and de-excitation rates of optical emitters can be derived from the $g^{(2)}$ maps. We believe that all time-resolved CL techniques presented here are complementary, with the particular choice of one or the other determined by the requirements in terms of temporal resolution, spatial resolution and acquisition time.
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Fig. 7. Cathodoluminescence spectral and lifetime maps for InGaN quantum wells embedded in an array of GaN nanorods (pixel size 50 × 50 nm). Spectral map: top: SEM image, center: RGB false-color image extracted from the CL data cube. The spectra are separated in 3 sections (blue, green and red, in the range from 400–550 nm) which are binned such that the total intensity in these spectral regions defines an RGB code for every position. bottom: average spectrum for each wire. Lifetime map (5 keV, $V = ± 5$ V ($\Delta p \approx -100$ ps): top: SEM image, center: map of fitted long lifetime decay components, bottom: Average decay trace for select wires. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).
Appendix A. Spatial resolution analysis

For characterization of the spatial resolution we acquired SEM images on a tin particle calibration sample under various conditions. There are several ways to establish the spatial resolution of an SEM. Rather than relying on particular user-guided cross cuts through the image, we take a more general approach and use a Fourier transform based method as outlined in [28]. For this method to be valid it is important that the sample has features that are fine enough and that they are homogeneously distributed. In this sample the (quasi) spherical shapes, broad size distribution and sharp high-contrast edges ensure that these conditions are met for these SEMs and imaging conditions.

The images acquired in the SEM have a 3:4 aspect ratio from which we extract two distinct square images (with some overlap in the middle) to improve the fidelity of the analysis. One such image taken in continuous mode at 30 kV is shown in Fig. A1 (a). From this image we calculate the 2D power spectrum by calculating the Fourier transform of the image using a fast Fourier transform algorithm and multiplying that with its complex conjugate. To prevent artifacts due to the image edge in the 2D power spectrum, the image data is multiplied with a radial von Hann filter window: 
\[ \frac{1}{2} \left(1 - \cos \left( \frac{\pi r}{N} \right) \right) \] 
where \( r = \sqrt{x^2 + y^2} \) is the radial distance from the center in pixels and \( N \) is the total number of pixels in the image. The resulting 2D power spectrum is shown in Fig. A1 (b). Subsequently, we establish the highest spatial frequency present in the image data which corresponds to the smallest distance which can be resolved by microscope. This frequency is found where the central peak in the power spectrum (representing the tin particle data in the image) becomes flat and merges with the noise in the image. To find this point we threshold the data using the gradient of the radially averaged power spectrum. The radially averaged power spectrum is shown in Fig. A1 (c) together with the found resolution threshold. This threshold is also indicated in Fig. A1 (b) as a white dashed circle. Although this approach presents an effective method we have to take one further precaution. Vibrations present in the SEM image manifests themselves as additional features in the power spectrum unrelated to the sample features. These often occur at high spatial frequencies as these modulations are present from scan line to scan line and interfere with establishing the correct threshold. We removed these contributions by omitting the angular wedges in between the blue dashed lines (see Fig. A1 (b)) from the radial average.

We note that the average resolution reported here, neglects any potential asymmetries in the electron beam focusing. Indeed, in some of the images the power spectrum is clearly elliptical in shape indicating that the spatial resolution is non-isotropic. This could be due to astigmatism in the beam or to other distortions that are induced by the beam alignment/blanking. Due to the lower current, the SEM images that are taken under pulsed conditions have a significantly lower signal-to-noise ratio than the images acquired in continuous mode giving a larger error in establishing the threshold. Taking this into account, we estimate the relative error to be \( \sim 10–20\% \) for the continuous images and \( \sim 20–30\% \) for the pulsed images.
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